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ABSTRACT

Sequential pattern mining is an important data ngrproblem with broad applications. However, italso a
difficult problem since the mining may have to degmate or examine a combinatorially explosive nunaféntermediate
subsequences. Most of the previously developedesgigli pattern mining methods, such as GSP, exmocandidate
generation-and-test approach [1] to reduce the eurmbcandidates to be examined. However, thisaggir may not be
efficient in mining large sequence databases hamingerous patterns and/or long patterns. In thpepave propose a
projection-based, sequential pattern-growth appgrdac efficient mining of sequential patterns. Ihist approach, a
sequence database is recursively projected in&i afssmaller projected databases, and sequeritdrps are grown in

each projected database by exploring only locadlgdient fragments.
KEYWORDS: Sequential Pattern, Frequent Pattern, Transab@abase, Sequence Database

I. INTRODUCTION

Sequential pattern mining, which discovers frequaumibsequences as patterns in a sequence database, i
important data mining problem with broad applicatipincluding the analysis of customer purchas¢éepst or Web
access patterns, the analysis of sequencing ordiated processes such as scientific experimeatsyal disasters, and
disease treatments, the analysis of DNA sequertes,

The sequential pattern mining problem was firstadticedby Agrawal and Srikant in [2]: Given a sét o
sequences,where each sequence consists of a diménts and each elementconsists of a set of,itend given a user-
specified min_supportthreshold, sequential patteiming is to find all frequentsubsequences, ile,gubsequences whose

occurrence frequency in the set of sequences lisssahan min_support.

The a priori-like sequential pattern mining meththiehugh reducing search space, bears three nahtiivherent

costs that are independent of detailed implememdé&chniques.

A huge set of candidate sequences could be gederai large sequence database. Since the sendidede
sequences includes all the possible permutatiotiseodélements and repetition of items in a sequeheeapriori-
based method may generate a really large set dfidzte sequences even for a moderate seed setx&mple,
two frequent sequences of lengthaland (b)will generate five candidate sequences of lengtta&),(ab),(ba),
(bb), and{((ab)), where((ab)represents that two events, a and b, happen isattme time slot. If there are 1,000
frequent sequences of length-1, such &g),(a).(a009, an a priori-like algorithm will generate

1,000%1,000+(1,000+999)/2=1,499,500 candidate secpe Notice that the cost of candidate sequence
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generation, test, and support counting is inheiettie a priori-based method, no matter what tegkais applied

to optimize its detailed implementation.

* Multipl e scans of databases in mining. The lergjteach candidate sequence grows by one at each
database scan. In general, to find a sequentitdrpadf lengthl, the a priori-based method must scan

the database at ledstnmes. This bears a nontrivial cost when long pagexist.

e The a priori-based method generates a combindtorédplosive number of candidates when mining long
sequential patterns. A long sequential patternansta combinatorial explosive number of subsecegnand
such subsequences must be generated and testiee @ priori-based mining. Thus, the number of cdauei
sequences is exponential to the length of the sdiglipatterns to be mined. For example, let thalikse contain
only one single sequence of length 1(8)a...a100), and the min_support threshold be 1 (i.e., eveguoing
pattern is frequent). To (re)derive this length-s@Quential pattern, the a priori-based methoddgsnerate 100
length-1 candidate sequences (i.€a),(a),...{(a100)), 100 *100+(100+99)/2=14,950 length-2 candidate
sequenceé}g°)=161,700 length-3 candidate sequences,1 and s@loviously, the total number of candidate

sequences to be generated is

zop 190-20 12167

In this paper, we systematically explore a patgnowthapproach for efficient mining of sequentialtprns in
largesequence database. The approach adopts a-divill conquer,pattern-growth principle as follov&equence
databases are recursively projected into a sanafler projected databases based on the currenesggl pattern(s), and

sequential patterns are grown in each projecteabdaes by exploring only locally frequent fragments

Table 1: A Sequence Database

Sequence_id | Sequence ‘
10 (a(abc)(ac)d(cf))
20 {(ad)e(be)(ae))
30 ((ef)(ab)(df )cb)
40 (eg(af)cbe)

The remainder of the paper is organized as folldwSection 2, the sequential pattern mining probig defined.
In Section 3, our approach, projection based sd@lgrattern growth, is introduced. In section 4r experimental results

are reported.
Il. PROBLEM DEFINITION

Let] = {41@2, ...,in}be a set of all items. An itemset is a subsetashé. A sequence is an ordered list of item
sets. A sequence s is dendtgd, ...s;), wheres; is an itemsets;is also called an element of the sequence, andettas
(x1x52_x7), Wherex, is an item. For brevity, the brackets are omitfeah element has only one item, i.e., elementis
written ag. An item can occur at most once in an elements&caence, but can occur multiple times in diffesd@ments
of a sequence. The number of instances of iterassequence is called the length of the sequenseghence with length

l is called ah—sequence. A sequenae= (a,a, ... a,)is called a subsequence of another sequgnegb, b, ... b,,) and
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B a supersequence of denoted ast C B, if there exist integers<j; < j, < < j, <msuch thata, € b; ,a, <

b

c b
jpr On € b, .

A sequence databaseis a set of tupldsid, s), wheresid is a sequence_id anda sequence. A tugl€id, s) is
said to contain sequenogif a is a subsequence ©f The support of a sequeneén a sequence databasés the number
of tuples in the database containing i.e.supports(a)= |{(sid,s)| ({(sid,s) € S)A(a E s)}|. It can be denoted as
support(a)if the sequence database is clear from the conixen a positive integemin_support as the support
threshold, a sequeneis called a sequential pattern in sequence datSibasepports(a) = minsupport. A sequential

pattern with length is called! —pattern.

Given a sequence database andntlie_support threshold, sequential pattern mining is to find tomplete set

of sequential patterns in the database.

To avoid checking every possible combination ofoéeptial candidate sequence, one can first fixatuer of
items within each element. Since items within a@n&nt of a sequence can be listed in any ordehoufitloss of
generality, one can assume that they are alwalgsl lmphabetically. For example, the sequencgwith Sequence_id 10
in our running example is listed da(abc)(ac)d(cf)) instead ofa(bac)(ca)d(fc)). With such a convention, the
expression of a sequence is unique. Then, theisatgkexamine whether one can fix the order of inmiection in the
generation of a projected database. Intuitivelygrié follows the order of the prefix of a sequeand projects only the
suffix of a sequence, one can examine in an ordadypner all the possible subsequences and theicias=d projected

database. Thus, it is important to introduce thecept of prefix, suffix and projected database.
1. MINING SEQUENTIAL PATTERNS BY PATTERN GROWTH

Instead of repeatedly scanning the entire datahadegenerating and testing large sets of candskdaences,
one can recursively project a sequence databasa isgt of smaller databases associated with thef patterns mined so

far and, then, mine locally frequent patterns icherojected database.
PrefixSpan: Prefix-Projected Sequential
Patterns Mining

We examine whether one can fix the order of itenjgmtion in the generation of a projected datablaseitively,
if one follows the order of the prefix of a sequerand projects only the suffix of a sequence, @are examine in an
orderly manner all the possible subsequences aidabsociated projected database. Thus, we fitrstduce the concept

of prefix and suffix.
Definition 1 (Prefix)
Suppose all the items within an element are lisipdabetically. Given a sequence

o= (e,e, ...e,) (Where eacl; corresponds to a frequent elemen$)na sequencg = (e e, ...ep,)(m < n) is

called a prefix ofy if and only if
o e;=e, for i<sm-1)

em S em
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+ all the frequent items in{,,, — e},, ) are alphabetically after thosedp

For examplda),(aa),(a(ab)) and (a(abc)) are prefixes of sequenaga(abc)(ac)d(cf)), but neither{ab) nor

(a(bc)) is considered as a prefix if every item in thefipréa(abc)) of sequencs is frequent irs.
Definition 2 (Suffix)

Given a sequenae= (e,e, ..e,) (where eache; corresponds to a frequent element ). Let
B=<(ee,..em_1em)(m < n) be the prefix ofa. Sequence = (e em1 --n)is called the suffix ofw with regards to

prefix B, denoted ag =a /B, wheree,, = (e, — ep,). We also denote = p.y.

For example, for the sequence(a(abc)(ac)d(cf)),{(abc)(ac)d(cf)) is the suffix with regards to the prefiy,
{(_bc)(ac)d(cf)) is the suffix with regards to the prefaa), and((_c(ac)d(cf))) is the suffix with regards to the prefix
(a(ab)).

Definition 3(Projected Database)

Let a be a sequential pattern in a sequence dat&bddea -projected database, denotedgsis the collection

of suffixes of sequences fhwith regards to prefix.

For the same sequence database S in Table 1 wittsop = 2, sequential patterns in S can be minea grgfix-

projection method in the following steps:
Find Length-1 Sequential PatternsScan S once to
Find all the frequent items in sequences. Eachedd frequent items is a length-1sequential pattern
They areg(a) : 4(b): 4(c) : 4,(d): 3,(e): 3, and
(f) 3, where the notationpatterrn : count” represents
The pattern and its associated support count.

Table 2: Projected Databases and Sequential Pattesn

prefix | projected (suffix) database sequential patterns

{a) | ((abe)(ac)d(ch)), ((d)clbe)(ae)), | (a), (aa), {ab), {albc)), (a(be)a), (aba),
((B)r)eb), ((-Flebe) abe), ((ab)), {((ab)e), ((ab)d), {(ab)f),

(ab)dc), {ac), (aca), (ach), {acc), {ad),
ade), {af)

b}, {ba), {bc), {(be)), {(be)a), (bd), (bdc),
bf)

c), {ca), (cb), (cc)

d}, {db), {dc}, {dcb)

e}, {ea), (eab), (eac), (each), (eb), (ebc),
ec), (eeh), (ef}, (efb), (efe), (efch).

FYs (fo), {fbe), (fe), (fcb)

{(-e)(ac)d(cf)), {(c)(ae)},
((df)eb), (e}

(cr | {ac)dlcf)), {(bc)(ae)), (b), {be)
((ef)), {elbe)(ae)), ((-F)cb)
() (ab)(df)eb), ((af)cbe)

P B B B B P

()| {(ab)(df)cb}, (cbe)

Divide Search Space

The complete set of sequentialpatterns can betipadd into the following six subsets accordingthe six

prefixes: 1) the ones with pref{a), 2) the ones with prefig), ., and 3) the ones with pref§).
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Find Subsets of Sequential Patterns

The subsets of sequential patterns can be minexbstructing the corresponding set of projectediskes and

mining each recursively. The projected databasasgetisas sequential patterns found in them aredish Table 2, while

the mining process is explained as follows:

Find sequential patterns with prefig). Only the sequences containite should be collected. Moreover, in a
sequence containin@), only the su bsequence prefixed with the firstuneence ofa) should be considered. For
example, in sequengef)(ab)(df)(cb)), only the subsequen(eb)(df)(cb)) should be considered for mining
sequential patternsprefixed wid). Notice that (_b) means that the last elemerénprefix, which is a, together

with b, form one element.

The sequences in S containif@ are projected with regards {a) to form the(a)projected database, which

consists of four suffix sequencéabc)(ac)d(cf),(( d)c(bc)(ae),(( b)(df)ch), and{(_f)cbc).

By scanning thé€a)-projected database once, its locally frequentstame a: 2, b:4,b:2,c:4,d:2,and f: 2.

Thus, all thelength-2 sequential patterns prefwét (a) are found, and they ar&aa : 2,(ab) : 4,{(ab)) : 2,(ac : 4,(ad
: 2, and(af) : 2.

Recursively, all sequential patterns with préfix can be partitioned into six subsets:

1)Those prefixed witljag), 2) those with(ab),. ., and, finally, 3) those witfaf). These subsets can be mined by

constructing respective projected databases anagniach recursively as follows:

The (ag-projected database consists of two nonempty fgusfibsequences prefixed wigha: ((bc)(ac)d(cf),
{{(_e)}. Since there is no hope to generate any freqsebsequence from this projected database, thegmioge

of the(agprojected database terminates.

The (ah)-projected database consists of threesuffix seaqgeg€ c) )(ac)d(cf) ), ((_c)a, and(c). Recursively

mining the(ah)-projected database returns four sequentialpatterns

(), ((c)a(a), and(c) (i.e., {a(bc)), (a(bc)a, (abd, and(abg.) They form the complete set of sequential
patterns prefixed witkab).

The ((ab))-projected database contains only two sequenges)(ac)d(cf) and ((df)cb), which leads to the
finding of the following sequential patterns prefikwith{(ab)): (c), (d), (f), and(dc).

The (a0, (ad), and(af)-projected databases can be constructed and neslyrsnined similarly. The sequential

patterns found are shown in Table 2.

» Find sequential patterns with prefis), (c), (d), (e), and(f), respectively. This can be done by constructing
the (b}, (c), (d), {(e), and(f)projected databases and mining them, respectiVélg.projected databases as

well as the sequential patterns found are shovirabie 2.

The Set Of Sequential Patterns is the Collection d?atterns Found in the above Recursive Mining Procss.

Onean verify that it returns exactly the same $sequential patterns as what GSP and FreeSpan do.
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Based on the above discussion, the algorithm dbxP8pan is presented as follows:
Algorithm (PrefixSpan) Prefix-projected Sequential Pattenmimg.

Input: A sequence database S, and the minimum suppestibid min_support.
Output: The complete set of sequential patterns.

Method: Call PrefixSpan(<>,0,5)

Subroutine PrefixSpan(o, , S|,)

The parameters are &)is a sequential pattern; R)s the length ofy; and 3)S|, is thea -projected database if

a #<> otherwise, it is the sequence database S.
METHODS
e ScanS|, once, find each frequent item, b, such that
* b can be assembled to the last elementtofform a sequential pattern; or
* (b)can be appended éoto form a sequential pattern.
2. For each frequent item b, append dt to form a sequential pattesn and output:.
3. For each’, construct/ -projected database,§ and callPrefixSpan(a, ! + 1,S|,).

High level design gives an overview of the logiflalv. However this suffices the user to understéma logic.

Figure 1 depicts the basic knowledge about theesystesign and the architecture.

Preprocessing of Web
Usage Data

1y

Building Transaction table

L

Application of PrefixSpan
Algorithm to extract
Sequential Patterns

U

Visualization/Interpretation
of results

Figure 1: High Level Flow Chart

System Architecture of the proposed work is shomwifigure 2. It consists of Preprocessing, SequkeRtdtern

Mining and Visualization of results modules.
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Pre Processing SPM Module

C | Data Cleaning | |“'ebTIr}?;acnon
Result

Web
[ e e e S

Identification equence Data

Session .
Identification relxopan

Figure 2: System Architecture

We analyze the efficiency of the algorithm as follo

* No candidate sequence needs to be generated by3paf.Unlike a prior-like algorithms, Prefix-
Span only grows longer sequential patterns fronstigeter frequent ones. It neither generates rsts

any candidate sequence nonexistent in a projectiadhals.

» Projected databases keep shrinking. A projecatabase is smaller than the original one becauge
the suffix subsequences of a frequent prefix amgepted into a projected databaThe shrinking
factors can be significant because 1) usually, ardynall set of sequential patterns grow quite in a
sequence database and, thus, the number of sequance projected database usually redi
substantially when prefix grows; and 2) projectamy takes th whole string (not just suffix) an

thus, the shrinking factor is less than that ofikRpan.

* The major cost of PrefixSpan is the constructioprajected databases. In the worst case, Prefix
constructs a projected database for every sequeati@rn. If there exist a good number of seqa¢
patterns, the cost is nontrivial. Technis for reducing the number of projected databasdisbe

discussed in the next subsect

IV. EXPERIMENTAL RESULTS

To evaluate the effectiveness and efficiency ofRhefixSpan algrithm, we performed performar study of the

algorithm by varying minsup on data sets, with various kinds of si

Example Data

60

50
g 40 AN
%5 30 \\
g 20 N~
10 ~
0
0 0.2 0.4 0.6 0.8 1

min_support

Figure 3: Distribution of Frequent Patterns of Example Data Se
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Input Data 1(April 2014 RNSIT
access data)
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Figure 4: Distribution of Frequent Patterns for April 2014 RNSIT Access Dat

CONCLUSIONS

We have performed a systematic study on mirof sequential patterns in large databases and ajmeelc

patterngrowth approach for efficient and scalable minifigequential patterr

Instead of refinement of the a pri-like, candidate generation-amelst approach, such (GSP, we promote a
divide-andeonquer approach, called pati-growth approach, which is an extensionFéEgrowth, an efficient pattern-
growth algorithm for mining frequent patterns witlhocandidate generatic Sequential pattern mining has brc

applicatiors including web reorganization, personalized mamgettustomer retention
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